4. Discrete Random Variables

Definition 4.1

A random variable is a variable that assumes numerical values associated with the random outcomes of an experiment, where one (and only one) numerical value is assigned to each sample point. 
For example define the random variable X as the number of heads in 2 tosses of a fair, 50-50 coin. The sample space is 
[image: image49.jpg]Hlw

N—

ENE



 the corresponding outcomes in this sample space get associated with values of the random variable X as 
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 because the outcomes have 1,2,1, and 0 heads respectively. 

4.1 Two Types of Random Variables

· Random Variable: 

          Discrete random variable 
          Continuous random variable 
Discrete Random variable

A discrete random variable X has a finite number of possible values. 
The following are examples of discrete random varibles:

1. the number of seizers an epileptic patient has in a given week: x=0,1,2,…
2. The number of voters in a sample of 500 who favor impeachment of the president: x=0,1,2,…,500

3. The number of students applying to medical schools this year: x=0,1,2,…
4. The number of errors on a page of an account’s ledger: x=0,1,2,…
5. The number of customers waiting to be served in a restaurant at a particular time: x=0,1,2,…
Continuous Random variable

Random variables that can assume values corresponding to any of the points contained in one or more intervals are called continuous.

Suppose that we want to choose a number at random between 0 and 1, allowing any number between 0 and 1 as the outcome. Software random number generators will do this. You can visualize such a random number by thinking of a spinner (Figure). The sample space is now an entire interval of numbers:

S={all number 
[image: image3.wmf]x

 such 
[image: image4.wmf]1

0

£

£

x

} .


[image: image5]
Figure.  A spinner that generate a random number between 0 and 1.

4.2 Probability Distributions for Discrete Random Variables

The probability distribution of X lists the values and their probabilities:

	Value of X
	Probability

	X1
	p1

	X2
	p2

	X3
	p3

	:
	:

	:
	:

	Xk
	pk


The Probabilities pi must satisfy two requirements:

1. Every probability pi is a number between 0 and 1.

2. p1+p2 … +pk = 1

We usually summarize all the information about a random variable with a probability table like: 

X         0         1           2
------------------------------------
P(x)    1/4     1/2       1/4
this is the probability table representing the random variable X defined above for the 2 toss coin tossing experiment. There is one outcome with zero heads, 2 with one head, and one with 2 heads. All outcomes are equally likely, and this means the probabilities are defined as the number of outcomes in the event divided by the total number of outcomes.
Definition 4.4
The probability distribution of a discrete random variable is a graph, table, or formula that specifies the probability associated with each possible value the random variable can assume. 

4.3 Expected values of Discrete Random Variables

Definition 4.5
The mean, or expected value, of a discrete random variable x is
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Suppose that X is a discrete random variable whose distribution is 
	Value of X
	Probability

	X1
	p1

	X2
	p2

	X3
	p3

	:
	:

	:
	:

	Xk
	pk


To find the mean of X, multiply each possible value by its probability, then add all the products:
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This means that the average or expected value, 
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, of the random variable X is equal to the sum of all possible values of the variable, the 
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, multiplied by the probabilities of each value happening. 
In our 2 tosses of a coin example, we can compute the average number of heads in 2 tosses by 0(1/4)+1(1/2)+2(1/4)=1. That is, the average number or expected number of heads in 2 tosses is one head.
A more helpful way to implement this formula is to create the random variable table again, but now add an additional column to the table, and call it X P(X). In this third column multiply the value of X by the probability. For example, 

X    P(x)      X*P(X)

----------------------------

                         0     1/4       0

                         1     1/2       1/2

                         2     1/4       1/2

then the average or expected value of X is found by adding up all the values in the third column to obtain 
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Another example is suppose we toss a coin 3 times, let X be the number of heads in 3 tosses. The table is: 

X      P(x)      X*P(X)

----------------------------

                        0      1/8          0

                        1      3/8        3/8

                        2      3/8        6/8

                        3      1/8        3/8

to give 
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=12/8=1.5 so that the expected number of heads in three tosses is one and a half heads. 

Let’s look at Example 4.6 in our textbook (page 108).

Since a probability distribution can be viewed as a representation of a population, we will use the population variance to measure its variability.

Definition 4.6
The variance of a random variable x is 
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Definition 4.7
The standard deviation of a discrete random variable x is equal to the square root of the variance, i.e.,
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Let’s look at Example 4.7 in our textbook (page 200).

4.4 The Binomial Random Variable

Characteristics of a Binomial Random Variable
1. The experiment consists of n identical trials.

2. There are only two possible outcomes on each trial. We will denote one outcome by S (for success) and the other by F (for Failure).

3. The probability of S remains the same from trial to trial. The probability is denoted by p, and the probability of F is denoted by q. Note that q=1-p.

4. The trials are independent.

5. The binomial random variable x is the number of S’s in n trials.

The Binomial distributions for sample counts

Think of tossing a coin n times as an example of the binomial setting. Each toss gives either heads or tails. The outcomes of successive tosses are independent. If we call heads a success, then p is the probability of obtaining a head. The number of heads we count is a random variable X. The distribution of X is determined by the number of observations n and the success probability p.

Binomial Distribution 

The distribution of the count X of successes is called the binomial distribution with parameters n and p. The parameter n is the number of observations, and p is the probability of a success on any one observation.  The possible values of X are the whole numbers from 0 to n. As an abbreviation, we say that X is B(n,p).

Example 5.2 (a) Toss a balanced coin 10 times and count the number X of heads. There are n=10 tosses. Successive tosses are independent. If the coin is balanced, the probability of a head is p=0.5 on each toss. The number of heads we observe has the binomial distribution B(10, 0.5).
In general, we can use combinatorial mathematics to count the number of sample points. For example,

Number of sample points for which x=3

= Number of different ways of selecting 3 successes of the 4 trials

= 
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The formula that works for any value of x can be deduced as follows: suppose p=0.1 and q=0.9,
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The component 
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 counts the number of sample points with x successes and the components 
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 is the probability associated with each sample point having x successes.

The Binomial probability Distribution
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where

  p= Probability of a success on a single trial

  q= 1-p

  n= Number of trials

  x= Number of successes in n trials
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As noted in Chapter 3, 
[image: image23.wmf]120

1

2

3

4

5

!

5

=

×

×

×

×

=

. Similarly,  
[image: image24.wmf]1

2

3

)

2

(

)

1

(

!

×

×

-

×

-

×

=

L

n

n

n

n

.

Let’s look at Example 4.9 in our textbook (page 206).

Binomial Mean and Standard Deviation

If a count X has the binomial distribution B(n,p), then

Mean: 
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Variance:  
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Standard deviation:  
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Example  The  Helsinki study planned to give gemfibrozil to about 2000 men aged 40 to 55 and a placebo to another 2000. The probability of a heartattack during the five year period of the study for men this age is about 0.04. What are the mean and standard deviation of the number of heart attacks that will be observed in one group if the treatment does not change this probability? 

(Solution). There are 2000 independent observations, each having probability p=0.04 of a heart attack. The count X of heart attacks is B(2000, 0.04), so that 
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Let’s look at Example 4.10 in our textbook (page 209).
Finding binomial probabilities: Tables  
We can find binomail probabilities for some values for n and p by looking up probabilities in Table II (Please look at page 885) in the back of the book. The entries in the table are the probabilities P(X=k) of individual outcomes for a binomial random variable X.

Example A quality engineer selects an SRS of 10 switches from a large shipment for detailed inspection. Unknown to the engineer, 10% of the switches in the shipment fail to meet the specifications. What is the probability that no more than 1 of the 10 switches in the sample fails inspection?

(Solution). Let X = the count of bad switches in the sample.

The probability that the switches in the shipment fail to meet the specification is p = 0.1 and sample size is n=10.  Thus, X is B(n=10, p=0.1).

We want to calculate
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Let’s look at page 885 in the Table II for this calculation, look opposite n=10 and under p=0.10. This part of the table appears at the left. The entry opposite each k is 
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 About 74% of all samples will contain no more than 1 bad switch.
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Figure  Probability histogram for the binomial distribution with n=10 and p=0.1, for Example. 
Example Corinne is a basketball player who makes 80% of her free throws over the course of a season. In a key game, Corinne shoots 15 free throws and misses 5 of them. The fans think that she failed because she was nervous. Is it unusual for Corinne to perform this poorly?

(Solution). Because the probability of making a free throw is greater than 0.5, we count misses in order to use Table II.

Let X = the number of misses in 15 attempts. 

The probability of a miss is p=1-0.80=0.20.  Thus, X is B(n=15, p=0.20).

We want the probability of missing 5 or more. This is
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Let’s look at page 885 in the Table II for this calculation, look opposite n=15 and under p=0.20. This part of the table appears at the left. The entry opposite each k is 
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Corinne will miss 5 or more out of 15 free throws about 16% of the time, or roughly one of every six games. While below her average level, this performance is well within the range of the usual chance variation in her shooting.

4.5 The Poisson Random Variable

A type of probability distribution that is often useful in describing the number of events that will occur in a specific period of time or in a specific area or volume is the Poisson distribution (named after the 18th-century physicist and mathematician, Simeon Poisson)
Characteristics of a Poisson Random Variable
· The experiment consists of counting the number of times a certain event occurs during a given unit of time or in a given area or volume.

· The probability that an event occurs in a given unit of time, area, or volume is the same for all the units.

· The number of events that occur in one unit of time, area, or volume is independent of the number that occur in other units.

· The mean (or expected) number of events in each unit is denoted by the Greek letter lambda 
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Probability Distribution, Mean, and Variance for a Poisson Random variable 
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where
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= Mean number of events during given unit of time, area, volume, etc.

Let’s look at Example 4.13 in our textbook (page 219).
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