10. Analysis of Variance
In this chapter we extend the methodology of chapters 7-9 in two important ways. First, we discuss the critical elements in the design of a sampling experiment. Then we see how to analyze the experiment in order to compare more than two populations. We’ll look at several of the more popular experimental designs.

Sampling selects a part of population of interest to represent the whole.
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Done properly, sampling can yield reliable information about a population.

Two basic types of studies are observational studies and designed experiments. An observational study observes individuals and measures variables of interest and does not attempt to influence the responses. A sample survey is a type of observational study. A designed experiment deliberately imposes some treatment or conditions on individuals to observe their responses. A drug study were some patients get drug A and others get drug B is an example of an experiment. The study investigator imposes which subjects get which drug. When we wish to assess cause and effect relationships, an experiment is the only true way to evaluate the effects of the experimental conditions. Observational studies can shed light, but they tend to not be as convincing as a good designed experiment. 
10.1 Elements of a Designed Experiment
Definition 10.1
The response variable is the variable of interest to be measure in the experiment. We also refer to the response as the dependent variable.

The response might be the SAT scores of a high school senior, the total sales of a firm last year, or the total income of a particular household this year.
  Experimental Units, Subjects, Treatment 

The individuals on which the experiment is done are the experimental units. When the units are human beings, they are called subjects. A specific experimental condition applied to the units is called a treatment.  
Example Does regularly taking aspirin help protect people against heart attack?

The Physicians’ Health Study looked at the effects of two drugs: aspirin and beta carotine. 

The subjects were 21,996 male physicians. There were two factors, each having two levels: aspirin (yes or no) and beta carotine (yes or no). Combinations of the levels of these factors form the four treatment shown in Figure. One-fourth of the subjects were assigned to each of these treatments. So there are four treatments in the experiment. 


[image: image2]
Figure  The treatments in the Physicians’ Health Study.

The result shows that 239 of the placebo group but only 139 of the aspirin group had suffered heart attack. 

Definition 10.2

Factors are those variables whose effect on the response is of interest to the experimenter. 
Definition 10.3
Factor levels are the values of the factor utilized in the experiment.
Definition 10.4
The treatments of an experiment are the factor-level combination utilized.

Let’s look at Example 10.2 in our textbook (page 517).
10.2 The Completely Randomized Design 
This design assigns experimental units to treatments with random assignment. 
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Figure  Outline of a completely randomized design comparing three treatments.

General ANOVA Summary Table for a Completely Randomized Design
	Source
	df
	SS
	MS
	F

	Treatments
	p-1
	SST
	MST=SST/(p-1)
	MST/MSE

	Error
	n-p
	SSE
	MSE=SSE/(n-p)
	 

	Total
	n-1
	SS(Total)
	 
	 


The variation between the treatment means is measured by the Sum of Squares for Treatments (SST). 
SST= 
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The sampling variability within the treatments is measured by the Sum of Squares for Error (SSE).
SSE= 
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  are the sample variances associated with the three treatments. 

Test to Compare p Treatment Means for a Completely Randomized Design 
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Assumptions: 

1. Samples are selected randomly and independently from the respective populations.

2. All p population probability distributions are normal.

3. The p population variances are equal.
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Let’s look at Example 10.4 in our textbook (page 525).
One-Way ANOVA
Partitions Total Variation
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Treatment Variation
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Random (Error) Variation
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One-Way ANOVA F-Test 
Test Statistic
1.
Test Statistic

· F = MST / MSE
· MST  Is Mean Square for Treatment

· MSE Is Mean Square for Error

2.
Degrees of Freedom

· (1 = p -1

· (2 = n - p
· p = # Populations, Groups, or Levels

· n = Total Sample Size
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One-Way ANOVA F-Test Example
As production manager, you want to see if 3 filling machines have different mean filling times.  You assign 15 similarly trained & experienced workers, 5 per machine, to the machines.  At the .05 level, is there a difference in mean filling times?

     Mach1   Mach2   Mach3

25.40
23.40
20.00

26.31
21.80
22.20

24.10
23.50
19.75

23.74
22.75
20.60

25.10
21.60
20.40
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Summary Table
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10.3 Multiple Comparisons of Means
Consider a completely randomized design with three treatments, A, B, and C. Suppose we determine that the treatment means are statistically different via the ANOVA F-test of Section 10.2. To complete the analysis, we want to rank the three treatment means.
In the three-treatment experiment, for example, we would construct confidence intervals for the following differences: 
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pairs of means that can be compared. 

Tukey Procedure
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Let’s look at page 541 in our textbook.(Multiple comparison)
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10.4 The Randomized Block Design

Block Design. A bolck is a group of experimental units or subjects that are known before the experiment to be similar in some way that is expected to affect the response to the treatments. In a block design, the random assignment of units to treatments is carried out separately within each block.
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Figure  Outline of a block design. The blocks consist of male and female subjects. The treatments are three therapies for cancer.

1.
Experimental Units (Subjects) Are Assigned Randomly to Blocks

· Blocks are Assumed Homogeneous

2.
One Factor or Independent Variable of Interest

· 2 or More Treatment Levels or Classifications

3.  One Blocking Factor

General ANOVA Summary Table for a Randomized Block Design
	Source
	df
	SS
	MS
	F

	Treatments
	p-1
	SST
	MST=SST/(p-1)
	MST/MSE

	Block
	b-1
	SSB
	MSB=SSB/(b-1)
	

	Error
	n-p-b+1
	SSE
	MSE
	 

	Total
	n-1
	SS(Total)
	 
	 


The variation between the treatment means is measured by the Sum of Squares for Treatments (SST). 

SST= 
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 represents the sample mean for the i-th treatment, b (the number of blocks) is the number of measurements for each treatment, and p is the number of treatments.

The blocks also account for some of the variation among the different responses. The sampling variability between the blocks is measured by the Sum of Squares for Blocks (SSB):
SSB= 
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 represents the sample mean for the i-th block  and p (the number of treatments) is the number of measurements in each block.
The total variation is 
SS(Total)= 
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Then the variation attributable to sampling error is found by subtraction: 
SSE=SS(Total)-SST-SSB

Test to Compare p Treatment Means for a Completely Randomized Design 
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Rejection region:  
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Assumptions: 

1. The probability distributions of observations corresponding to all the block-treatment combinations are normal.

2. The variances of all probability distributions  are equal.

Randomized Block F-Test Example
Let’s look at Example 10.8 in our textbook (page 550).
	Golfer(Block)
	Brand A
	Brand B
	Brand C
	Brand D

	B1
	202.4
	203.2
	223.7
	203.6

	B2
	242
	248.7
	259.8
	240.7

	B3
	220.4
	227.3
	240
	207.4

	B4
	230
	243.1
	247.7
	226.9

	B5
	191.6
	211.4
	218.7
	200.1

	B6
	247.7
	253
	268.1
	244

	B7
	214.8
	214.8
	233.9
	195.8

	B8
	245.4
	243.6
	257.8
	227.9

	B9
	224
	231.5
	238.2
	215.7

	B10
	252.2
	255.2
	265.4
	245.2


Excel Output

	Anova: Two-Factor Without Replication
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 

	SUMMARY
	Count
	Sum
	Average
	Variance
	 
	 

	B1
	4
	832.9
	208.225
	106.6825
	 
	 

	B2
	4
	991.2
	247.8
	76.28667
	 
	 

	B3
	4
	895.1
	223.775
	185.0692
	 
	 

	B4
	4
	947.7
	236.925
	100.8958
	 
	 

	B5
	4
	821.8
	205.45
	143.8033
	 
	 

	B6
	4
	1012.8
	253.2
	112.3133
	 
	 

	B7
	4
	859.3
	214.825
	241.9358
	 
	 

	B8
	4
	974.7
	243.675
	150.4492
	 
	 

	B9
	4
	909.4
	227.35
	93.96333
	 
	 

	B10
	4
	1018
	254.5
	70.36
	 
	 

	 
	 
	 
	 
	 
	 
	 

	Brand A
	10
	2270.5
	227.05
	410.6428
	 
	 

	Brand B
	10
	2331.8
	233.18
	341.5507
	 
	 

	Brand C
	10
	2453.3
	245.33
	297.6312
	 
	 

	Brand D
	10
	2207.3
	220.73
	352.4534
	 
	 

	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 

	ANOVA
	 
	 
	 
	 
	 
	 

	Source of Variation
	SS
	df
	MS
	F
	P-value
	F crit

	Rows
	12073.88
	9
	1341.542
	66.26468
	4.504E-16
	2.250133

	Columns
	3298.657
	3
	1099.552
	54.31172
	1.448E-11
	2.960348

	Error
	546.6208
	27
	20.24521
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 

	Total
	15919.16
	39
	 
	 
	 
	 


10.5 Factorial Experiments

All the experiments discussed in Sections 10.2 and 10.4 were single-factor experiments. The treatments were levels of a single factor, with the sampling of experimental units performed using either a completely randomized or randomized block design.
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Factorial Design
1.
Experimental Units (Subjects) Are Assigned Randomly to Treatments

· Subjects are Assumed Homogeneous

2.
Two or More Factors or Independent Variables

· Each Has 2 or More Treatments (Levels)

3.
Analyzed by Two-Way ANOVA

Definition 10.9
A complete factorial experiment is one in which every factor-level combination is utilized. That is, the number of treatments in the experiment equals the total number of factor-level combinations. 
Factorial Design Example
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Advantages of Factorial Designs
1.
Saves Time & Effort

· e.g., Could Use Separate Completely Randomized Designs for Each Variable

2.
Controls Confounding Effects by Putting Other Variables into Model

3.
Can Explore Interaction Between Variables

Two-Way ANOVA
1.
Tests the Equality of 2 or More Population Means When Several Independent Variables Are Used

2.
Same Results as Separate One-Way ANOVA on Each Variable

· No Interaction Can Be Tested

3.
Used to Analyze Factorial Designs 

Two-Way ANOVA Data Table
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Two-Way ANOVA
Total Variation Partitioning
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Two-Way ANOVA Summary Table
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Test Conducted in Analyses of Factorial Experiments: Completely Randomized Design, r Replicates per treatment 
Test for Treatment Means
H0: No difference among the ab treatment means
Ha: At least two treatment means differ 

Test statistic
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Test for Factor Interaction
H0: Factors A and B do not interact to affect the response mean

Ha: Factors A and B do interact to affect the response mean

Test statistic
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Test for Main Effect Factor A
H0: No difference among the a mean levels of factor A 

Ha: At least two factor A mean levels differ

Test statistic
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Test for Main Effect Factor B
H0: No difference among the a mean levels of factor B 

Ha: At least two factor B mean levels differ

Test statistic
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Assumptions for All Tests
· The response distribution for each factor-level combination (treatment) is normal.

· The response variance is constant for all treatments

· Random and independent samples of experimental units are associated with each treatment.

Graphs of Interaction
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