4.5 General Probability Rules 

Rules of Probability

Rule 1. 
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 for any event A

Rule 2. 
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Rule 3. Complement rule: For any event A,
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Rule 4. Addition rule: If A and B are disjoint events, then
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Rule 5. Multiplication rule: If A and B are independent events, then
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Union

The union of any collection of events is the event that at least one of the collection occurs.


[image: image8] 
Figure 4.15 The addition rule for disjoint events: P(A or B or C)=P(A)+P(B)+P(C) when events A, B, and C are disjoint.
Addition Rule for Disjoint Events

If events A, B, and C are disjoint in the sense that no two have any outcomes in common, then
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This rule extends to any number of disjoint events.
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Figure 4.17 The general addition rule: 

P(A or B)=P(A)+P(B)-P(A and B) for any events A and B.
General Addition Rule for Unions of Two events

For any two events A and B, 
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Figure 4.18 Venn diagram and probabilities for Example 4.30.
Example 4.30 Deborah and Matthew are anxiously awaiting word on whether they have been made partners of their law firm. Deborah guesses that her probability of making partner is 0.7 and that Matthew’s is 0.5.

P(at least one is promoted)=0.7+0.5-0.3=0.9
P(neither is promoted)

               = 1 - P(at least one is promoted)

               = 1 – 0.9 = 0.1.

Conditional Probability and Probability Trees

The new notation 
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 is a conditional probability. That is, it gives the probability of one event under the condition that we know another event. You can read the bar | as “given the information that.”

Definition of Conditional Probability

When  
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, the conditional probability of B given A is
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Example   Let’s define two events:
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 = the woman chosen is young, ages 18 to 29
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 = the woman chosen is married
The probability of choosing a young woman is
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The probability that we choose a woman who is both young and married is
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The conditional probability that a woman is married when we know she is under age 30 is
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Multiplication Rule

The probability that both of two events A and B happen together can be found by
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Example 4.34  Slim is still at the poker table. At the moment, he wants very much to draw two diamonds in a row. As he sits at the table looking at his hand and at the upturned cards on the table, Slim sees 11 cards. Of these, 4 are diamonds. The full deck contains 13 diamonds among its 52 cards, so 9 of the 41 unseen cards are diamonds. To find Slim’s probability of drawing two diamonds, first calculate
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Multiplication rule 
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now says that 
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 both cards diamonds
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Slim will need luck to draw his diamonds.

Probability Trees

Many probability and decision making problems can be conceptualized as happening in stages, and probability trees are a great way to express such a process or problem. 
Example. consider the problem of flipping a fair coin twice. On the first flip or stage the outcome can either be a heads or a tails. This is expressed in the tree diagram below by moving from left to right with one branch going up or down to represent the two outcomes. Notice that the probabilities of the two outcomes are written next to their respective branches, both being .5 for this example. The next set of branches represent the next toss of the coin. The next toss can also be either a heads or a tails. These branches extend from either of the first outcomes branches because the next toss could be a heads or a tails no matter what the outcome of the first toss was. Notice also that the probabilties for the second set of branches is also .5, this means that the probability of heads or tails on the second toss does not depend on what happened on the first toss. This is an example of the first and second tosses being independent. One event does not change the probability of the other event happening. 
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The probability of any final outcome of the experiment like HH, or heads on both tosses is found by multiplying the branch probabilities it took to reach the final tree outcome on the right. Always remember: multiply the branch probabilities. The probability of any other final outcome will be found in the same fashion, like TH, tails followed by heads will also be 1/2 times 1/2 giving 1/4 also. 
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Figure. Tree diagram for Example. The probability P(B) is the sum of the probabilities of the two branches marked with asterisks (*).

Example 
There are two disjoint paths to B (professional play). By the addition rule, P(B) is the sum of their probabilities. The probability of reaching B through college (top half of the tree) is
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The probability of reaching B without college (bottom half of the tree) is
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About 9 high school atheletes out of 10,000 will play professional sports.

Notice. 
In the last tree the tree was drawn with the given information in the first set of branches. In a problem description watch for what is the "given that" information. These items will be the first branches of the tree, and then the other events will be the next set. If you follow this guideline you have a better chance of constructing the tree correctly. 
Bayes’s Rule

If A and B are any events whose probabilities are not 0 or 1,
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Independent Events

Two events A and B that both have positive probability are independent if 
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[image: image44.jpg]TABLE 4.1 Age and marital status of women
(thousands of women)

Age

18t029 30to 64 65andover Total

Married 7,842 43,808 8,270 59,920
Never married 13,930 7,184 751 21,865
Widowed 36 2,523 8,385 10,944
Divorced 704 9,174 1,263 11,141

Total 22,512 62,689 18,669 103,870
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