4.3 Random Variables
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Random variable

A random variable is a function that takes each possible outcome in the sample space and maps it into a numeric value. 
For example define the random variable X as the number of heads in 2 tosses of a fair, 50-50 coin. The sample space is 
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 the corresponding outcomes in this sample space get associated with values of the random variable X as 
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 because the outcomes have 1,2,1, and 0 heads respectively. 

Discrete Random variable

A discrete random variable X has a finite number of possible values. The probability distribution of X lists the values and their probabilities:
	Value of X
	Probability

	X1
	p1

	X2
	p2

	X3
	p3

	:
	:

	:
	:

	Xk
	pk


The Probabilities pi must satisfy two requirements:
1. Every probability pi is a number between 0 and 1.

2. p1+p2 … +pk = 1

We usually summarize all the information about a random variable with a probability table like: 

X         0         1           2
------------------------------------
P(x)    1/4     1/2       1/4
this is the probability table representing the random variable X defined above for the 2 toss coin tossing experiment. There is one outcome with zero heads, 2 with one head, and one with 2 heads. All outcomes are equally likely, and this means the probabilities are defined as the number of outcomes in the event divided by the total number of outcomes. See the text for other random variable examples. The text draws the random variable tables horizontally across the page, but this doesn't matter. 


[image: image3]
Figure 4.5 Probability histograms for (a) random digits 1 to 9 and (b) Benford’s Law. The height of each bar shows the probability assigned to a single outcome.
The information in a probability table can also be expressed as a probability histogram as in Figure 4.5 in the text. The height of each bar represents the probability of X, P(X) for that value of X. 
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Figure 4.6 Possible outcomes in four tosses of a coin. The random variable X is the number of heads.
We can find the probability of each value of X from Figure 4.6. Here is the result:

	Value of X
	Probability

	0
	0.0625

	1
	0.25

	2
	0.375

	3
	0.25

	4
	0.0625



[image: image5]
Figure 4.7 Probability histogram for the number of heads in four tosses of a coin, for Example 4.17.
Continuous random variables

Suppose that we want to choose a number at random between 0 and 1, allowing any number between 0 and 1 as the outcome. Software random number generators will do this. You can visualize such a random number by thinking of a spinner (Figure 4.8). The sample space is now an entire interval of numbers:

S={all number 
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Figure 4.8 A spinner that generate a random number between 0 and 1.

[image: image9]
Figure 4.9 Assigning probabilities for generating a random number between 0 and 1. The probability of any interval of numbers is the area above the interval and under the curve.
Continuous Random variable

A continuous random variable takes all values in an interval of numbers. The probability distribution of X is described by a density curve. The probability of any event is the area under the density curve and above the values of X that make up the event.
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Figure 4.10 The probability distribution of a continuous random variable assigns probabilities as area under a density curve.
Normal distributions as probability distributions

In the language of random variables, if X has the 
N(
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is a standard normal random variable having the distribution N(0,1).

Example  

The proportion 
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 of the sample who answer “drugs” is a statistic used to estimate
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 is a random variable that has approximately the N(0.3, 0.0118). What is the probability that the poll result differs from the truth about the population by more than two percentage points?
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Figure  Probability in Example as area under a normal density

The desired probability is


[image: image18.wmf]28

.

0

ˆ

(

<

p

P

 or 
[image: image19.wmf])

32

.

0

ˆ

>

p


             
[image: image20.wmf])

32

.

0

ˆ

(

)

28

.

0

ˆ

(

>

+

<

=

p

P

p

P


Using Table A,
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Therefore,
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The probability that the sample result will miss the truth by more than two percentage points is 0.091.

We could also do the calculation by first finding the probability of the complement:
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Then by the complement rule,
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Please look at Example 4.19 (page # 285)
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4.4 Means and Variances of Random Variables

The values taken on by the random variable X are random, but the values follow the pattern given in the random variable table. What is a typical value of a random variable X? The solution is given by the following definition: 
Mean of a Discrete Random variable

Suppose that X is a discrete random variable whose distribution is 
	Value of X
	Probability

	X1
	p1

	X2
	p2

	X3
	p3

	:
	:

	:
	:

	Xk
	pk


To find the mean of X, multiply each possible value by its probability, then add all the products:
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This means that the average or expected value, 
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, of the random variable X is equal to the sum of all possible values of the variable, the 
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, multiplied by the probabilities of each value happening. 
In our 2 tosses of a coin example, we can compute the average number of heads in 2 tosses by 0(1/4)+1(1/2)+2(1/4)=1. That is, the average number or expected number of heads in 2 tosses is one head.
A more helpful way to implement this formula is to create the random variable table again, but now add an additional column to the table, and call it X P(X). In this third column multiply the value of X by the probability. For example, 

X    P(x)      X*P(X)

----------------------------

                         0     1/4       0

                         1     1/2       1/2

                         2     1/4       1/2

then the average or expected value of X is found by adding up all the values in the third column to obtain 
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Another example is suppose we toss a coin 3 times, let X be the number of heads in 3 tosses. The table is: 

X      P(x)      X*P(X)

----------------------------

                        0      1/8          0

                        1      3/8        3/8

                        2      3/8        6/8

                        3      1/8        3/8

to give 
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m

=12/8=1.5 so that the expected number of heads in three tosses is one and a half heads. 

Let’s look at Example 4.20 in our textbook (page 291).
Let’s look at Example 4.21 in our textbook (page 293).
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Figure 4.13 Locating the mean of a discrete random variable on the probability histogram for (a) digits between 1 and 9 chosen at random; (b) digits between 1 and 9 chosen from records that obey Benford’s law.

Law of Large Numbers

Draw independent observations at random from any population with finite mean
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. Decide how accurately you would like to estimate
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. As the number of observations drawn increases, the mean 
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 of the observed values eventually approaches the mean 
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 of the population as closely as you specified and then stays that close.
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Figure 4.14 The law of large numbers in action. As we take more observations, the sample mean 
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  always approaches the mean 
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 of the population.
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Let’s look at Example 4.25 in our textbook (page 300).
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Suppose that X is a discrete random variable whose distribution is
Valueof X xx x» x3 - Xx

Probability  p1 p» p3s - D&

and that p x is the mean of X. The variance of X is

0b=(x1— pu)ip+ e —u)ipe + -+ (X — w0 pr
= Z(Xj — w)?pi

The standard deviation oy of X is the square root of the variance.
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