3.3 Sampling Designs

The population is the entire group of individuals or objects about which we want information. The information collected is constrained in a sample which is the part of the population we actually get to observe. 
The idea here is that we wish to study some attribute in a population. For example, the proportion of Minnesota voters that will vote for Current Governor Tim Pawlenty in the next election. The population of Minnesota is too large to examine each voter, but we can learn a lot by selecting a subset of voters, study them, and then extrapolate our findings from the small subset to the entire state. The key is to take a representative sample, or subset. That is, a good sample. It is good to use plans or designs for doing the sampling. Here are a few designs that might be used. 
How the sample is chosen, that is, the design, has a large impact on the usefulness of the data. A useful sample will be representative of the population and will help answer our questions. “Good” methods of collecting a sample include the following:
· Simple random sample, also called SRS
· Probability samples

· Stratified random samples

· Multistage samples

All these sampling methods involve some aspect of randomness through the use of a formal chance mechanism. Random selection is just one precaution that a person can take to reduce bias, the systematic favoring of a certain outcome. 

Simple Random Sample
This is the most straightforward design. A simple random sample of size n consists of n individuals from the population chosen in such a way that every set of n individuals has an equal chance to be the sample actually selected.

If we wished to survey the UMM student population we would generate a list of all registered students. Then from this list we would use a random number generator on a computer or a table of random numbers to select say n=75 students randomly from the master list. 

Probability Sample
A probability sample is a sample chosen by chance. We must know what samples are possible and what chance, or probability, each possible sample has.

SRS give each member of the population an equal chance to be selected. This may not be true in more elaborate sampling designs. 
Stratified Random Sample
Sometimes the population in question can be broken into a few large groups, called strata. Then within a group or stratum, a simple random sample can be selected within each group. Then chose a separate SRS in each stratum and combine these SRSs to form the full sample.

For example, consider the UMM student population again. We could break all students into freshmen, soph, junior, senior status. Thus there would be 4 strata or groups. Then from within each group we could select a simple random sample. The four simple random samples would then form the basis for our study of the UMM student population. The idea behind stratified random sampling is to use natural groupings where subjects are alike within groups. This similarity will help reduce variation in the sample results and will give us more accurate inferences on a question of interest. 
Multistage samples
Data on employment and unemployment are gathered by the government’s Current Population Survey, which conductd interviews in about 55,000 househods each month. It is not practical to maintain a list of all U.S. households from which to select an SRS. Moreover, the cost of sending interviews to the widely scattered households in an SRS would be too high.That’s why the Current population Survey uses a multistage sampling design.

The current Population Survey sampling design is roughly as follows:

Stage 1. Divide the United States into 2007 geographical areas called Promary Sampling Units (PSUs). Selcet a sample of 754 PSUs. This sample includes the 428 PSUs with the largest population and a stratified sample of 326 of the others.

Stage 2. Divide each PSU selected into smaller areas called “blocks.” Stratify the blocks using ethnic and other information and take a stratified sample of the blocks in each PSU.

Stage 3.   Sort the housing units in each block into clusters of four nearby units. Interview the households in a random sample of these clusters.
Other kinds of bias to be on the lookout for include:

Nonresponse bias which occurs when individuals who are selected do not participate or cannot be contacted.

Undercoverage which occurs when some group in the population is given either nochance or a much smaller chance than other groups to be in the sample, and
Response bias which occurs when individuals do participate but are not responding truthfully or accurately due to the way the question is worded, the presence of an observer, fear of a negative reaction from the interviewer, or any other such source. 

3.4 Toward Statistical Inference

Statistical inference is the technique which allows us to use the information in a sample to draw conclusions about the population. To understand the idea of statistical inference, it is important to understand the distiction between parameters and statistics. 
  Parameters and Statistics

A parameter is a number that describes the population. A parameter is a fixed number, but in practice we do not know its value.

 A statistic is a number we calculate based on a sample from the population –its value can be computed once we have taken the sample, but its value varies from sample to sample. A statistic is generally used to estimate a population parameter which is a fixed but unknown number that describe the population.
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The variability of a statistic from a random sample does not depend
on the size of the population, as long as the population is at least 100
times larger than the sample.
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[image: image2]Figure 3.9 The results of many SRSs have a regular pattern. Here, we draw 1000 SRSs of size 100 from the same population. The population proportion is 
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Figure 3.10 The distribution of sample proportions 
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 for 1000 SRSs of size 2500 drawn from the same proportion as in Figure 3.9. The two histograms have the same scale.  The statistic from the larger sample is less variable.
The variation in a statistic from sample to sample is called sampling variability. It can be described through the sampling distribution.
Sampling Distribution

The sampling distribution of a statistic is the distribution of values taken by the statistic in all possible samples of the same size from the same population.
The sampling distribution can be described in the same way as the distributions we encountered in Chapter 1.

Three important features are:

· A measure of center

· A measure of spread

· A description of the shape of the distribution
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Figure 3.11 Normal quantile plot of the sample proportions in Figure 3.9. The distribution is close to normal except for some granularity due to the fact that sample proportions from a sample of size 100 can take only values that are multiples of 0.01. Because a plot of 1000 points is hard to read, this plot presents only every 10th value.

Bias and Variability

Bias concerns the center of the sampling distribution. A statistic used to estimate a parameter is unbiased if the mean of its sampling distribution is equal to the true value of the parameter being estimated.

The Variability of a statistic is described by the spread of its sampling distribution. This spread is determined by the sampling design and the sample size n. Statistics from larger samples have smaller spreads. 
Managing Bias and Variability

To reduce bias, use random sampling. When we start with a list of the entire population, simple random sampling produces unbiased estimates - the values of a statistic computed from an SRS neither consistently overestimate nor consistently underestimate  the value of the population parameter.

To reduce the variability of a statistic from an SRS, use a larger sample. You can make the variability as small as you want by taking a large enough sample.

Note The variability of a statistic from a random sample does not depend on the size of the population, as long as the population is at least 100 times larger than the sample.
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Figure 3.12 Bias and variability in shooting arrows at a target. Bias means the archer systematically misses in the same direction. Variability means that the arrows are scattered.

Sampling from large populations
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Capture-recapture Sampling 

Please look at Example 3.27 at Page 239.

    Proportion banded in sample

        = proportion banded in population
12/120 =200/ N

N = 200 * 120/12 = 2000.
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A parameter is a number that describes the population. A parameter
is a fixed number, but in practice we do not know its value.

A statistic is a number that describes a sample. The value of a statistic
is known when we have taken a sample, but it can change from sample
to sample. We often use a statistic to estimate an unknown parameter.
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