2.3 Least Squares Regression

If a scatterplot shows a linear relationship which is moderately strong as measured by the correlation, we would like to draw a line on the scatterplot to summarize the relationship. In the case where there is a response and an explanatory variable, the least-squares regression line often provides a good summary of this relationship. 
  Regression Line 

The regression line is a straight line that describes how a response variable y changes as an explanatory variable x changes. We often use a regression line to predict the value of y for a given value of x. Regression, unlike correlation, requires that we have an explanatory variable and a response variable.
Please look at Page 123 for Example 2.9
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Figure 2.11 Weight gain after 8 weeks of overeating, plotted against increase in nonexercise activity over the same period, for Example 2.9  

Example
How do children grow? The pattern of growth varies from child to child, so we can best understand the general pattern by following the average height of a number of children.
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Figure. Mean height of children in Kalama, Egypt, plotted against age from 18 to 29 months, from Table 2.7.

Origins of Regression:

 “Regression Analysis was first developed by Sir Francis Galton in the latter part of the 19th Century.  Galton had studied the relation between heights of fathers and sons and noted that the heights of sons of both tall & short fathers appeared to ‘revert’ or ‘regress’ to the mean of the group.  He considered this tendency to be a regression to ‘mediocrity.’  Galton developed a mathematical description of this tendency, the precursor to today’s regression models.” 
  Straight Lines 

Suppose that y is a response variable (plotted on the vertical axis) and x is an explanatory variable (plotted on the horizontal axis).A straight line relating y to x has the form 
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where b is the slope of the line and a is the intercept , the value of y when x=0. 


[image: image5]
Figure 2.12 A regression line fitted to the nonexercise activity data and used to predict fat gain for an NEA increase of 400 calories. 
In Figure 2.12 we have drawn the regression line with the equation

Fat gain = 3.505-(0.00344 
[image: image6.wmf]´

 NEA increase)

It means that b=-0.00344 is the slope of the line and a=3.505 kilograms is the intercept.

If we substitute 400 for the NEA increase in the equation,

Fat gain = 3.505-(0.00344 
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 400)
=2.13 kilograms


[image: image8.emf]
Figure  The regression line fitted to the Kalama data and used to predict height at age 32 months.

In Figure, we have drawn the regression line with the equation

Height = 64.93+(0.635 
[image: image9.wmf]´

 age)

It means that b=0.635 is the slope of the line and a=64.93 is the intercept.

If we substitute 32 for the age in the equation,

 Height = 64.93+(0.635 
[image: image10.wmf]´

 32)=85.25 centimeters.

  Extrapolation 

Extrapolation is the use of a regression line for prediction far outside the range of values of the explanatory variable x that you used to obtain the line. Such predictions are often not accurate.
Least Square regression
The line in Figure 2.12 predicts 2.13 kilograms of fat gain for an increase in nonexercise activity of 400 calories. If the actual fat gain turns out to be 2.3 kilograms, the error is 

Error = observed gain – predicted gain

         = 2.3 – 2.13 = 0.17 kilograms


[image: image11]
From the previous example, if we predict 85.25 centimeters for the mean height at age 32 months and the actual mean turns out to be 84 centimeters, our error is

Error = observed height – predicted height

         = 84 -85.25 = -1.25 centimeters

[image: image12.emf]Figure  The least-squares idea: make the errors in predicting y as small as possible by minimizing the sum of their squares.

The least squares regression line is the straight line 
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 which minimizes the sum of the squares of the vertical distances between the line and the observed values y. 
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The formula for the slope of the least squares line is
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and for the intercept is 
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, where 
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 and 
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 are the means of the x and y variables, 
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and 
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are their respective standard deviations and 
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 is the value of the correlation coefficient. 
[image: image22.emf]  Barry Bonds 
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Typically, the equation of the least squares regression line is obtained by computer software with a regression function. 

Excel output from Barry Bonds Statistics
	 
	Coefficients
	

	Intercept
	39.7618446
	

	  Slope
	1.568414403
	

	
	
	

	RESIDUAL OUTPUT
	

	
	
	

	Observation
	Predicted  RBI
	Residuals

	1
	64.85647505
	-16.8564750

	2
	78.97220467
	-19.9722046

	3
	77.40379027
	-19.4037902

	4
	69.56171826
	-11.5617182

	5
	91.5195199
	22.4804801

	6
	78.97220467
	37.02779533

	7
	93.0879343
	9.912065698

	8
	111.9089071
	11.09109286

	9
	97.79317751
	-16.7931775

	10
	91.5195199
	12.4804801

	11
	105.6352495
	23.36475047

	12
	102.4984207
	-1.49842072

	13
	97.79317751
	24.20682249

	14
	93.0879343
	-10.0879343

	15
	116.6141503
	-10.6141503

	16
	154.256096
	-17.2560960

	17
	91.5195199
	-16.5195199


Correlation and regression 
Correlation and regression are clearly related as can be seen from the equation for the slope b. However, the more important connection is how 
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, the square of the correlation, measures the strength of the regression. 
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 in Regression
The square of the correlation, 
[image: image25.wmf]2
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, is  the fraction of the variation in y that is explained by the regression of y on x. 
The closer 
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 is to 1 the better the regression describes the connection between x and y.
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Figure  Explained versus unexplained variation. In (a), almost all of the variation in height is explained by the linear relationship between height and age (
[image: image29.wmf]r

=0.994 and 
[image: image30.wmf]2

r

=0.989). The remaining variation (the spread of heights when 
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 months, for example) is small. In (b), the linear relationship explains a smaller part of the variation in height (
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=0.921 and 
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=0.849). The remaining variation (illustrated again for 
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) is larger.
From Dr. Chris Bilder’s website.
Select Tools > Data Analysis from the main Excel menu bar to bring up the Data Analysis window.  Select Regression and OK to produce the Regression window.  Below is the finished window.  
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The Residual option produces the residuals in the output.  The Line Fit Plots option produces a plot similar to a scatter plot with an estimated regression line plotted upon it.  
Notice the above output does not look exactly like a scatter plot with estimated regression line plotted upon it.  Below is one way to fix the plot.  Note that other steps are often necessary to make the plot more “professional” looking (changing the scale on the axes, adding tick marks, changing graph titles, etc…) 

1) Change background from grey to white

a) Right click on the grey background (a menu should appear)

b) Select format plot area to bring up the following window:
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i) Select None as the area

ii) Select OK
2) Remove legend

a) Right click in the legend

b) Select Clear
3) Create the regression line

a) Right click on one of the estimated Y values (should be in pink) and a menu should appear

b) Select Format Data Series to bring up the following window: 
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i) Under Marker, select None
ii) Under Line, select Automatic 

iii) Select OK
[image: image38.png]
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